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How to use AI/ML Systems to Revolutionize 
Testing and Test automation? 

Subhadeep Chakraborty 
 

Abstract— Much of our day to day technology is powered by Artificial Intelligence - It is the study of agents those who perceive the world 
around them, form plans, and make decisions to achieve their goals. Machine Learning is a sub field under Artificial Intelligence. Its goal is 
to enable computers to learn on their own, without explicitly programming for each and everything.  In this paper, we will specifically 
discuss “What does it mean to a testing community, how would it change the way we are testing?”. Our approach on AI/ML based Quality 
Assurance in TechM is design based compliance with following steps – Discover > Learn > Sense > Respond cycle. The knowledge base 
constantly helps in storing and building pattern, which in turn helps self-learning and responding to actions. 

Index Terms— Artificial Intelligence, Machine Learning, Software Testing, Predictive Analytics, Automation Testing, Software Quality, Risk 
Based Testing.   

——————————      —————————— 

1 INTRODUCTION                                                                     
rtificial intelligence – simply put, is the opposite to the 
natural intelligence shown/exercised by humans and 
animals. It is the study of agents those who perceive the 

world around them, form plans, and make decisions to 
achieve their goals. Its foundations include mathematics, logic, 
probability, linguistics, neuroscience, decision theory and even 
philosophy. Many fields fall under the umbrella of AI, such as 
computer vision, robotics, machine learning, and natural lan-
guage processing. So, Machine Learning is a sub field under 
Artificial Intelligence. Its goal is to enable computers to learn 
on their own, without explicitly programming for each and 
everything. Machine learning algorithm identifies patterns in 
observed data, build models and explain it. 

A summary of the 4 ways of how a machine (computer) 
learns has been given below, before we go into the details of 
how to use AI/ML Systems to revolutionize Testing and Test 
automation. 

 
Supervised Learning:  
 
In supervised learning problems, we start with a data set 

containing training examples with associated correct labels. 
For example, when learning to classify handwritten digits, a 
supervised learning algorithm takes thousands of pictures of 
handwritten digits along with labels containing the correct 
number each image represents. The algorithm will then learn 
the relationship between the images and their associated 
numbers and apply that learned relationship to classify com-
pletely new images (without labels) that the machine hasn't 
seen before. This is how we deposit a check by taking a picture 
with phone in bank app. 

Let's take another example, where we want to predict the 
salary based on the college degrees. Here inputs will be sam-
ple/training data of college degrees, bachelors, masters, and 
various types of these and corresponding salaries. The learn-
ing algorithm will then predict the income based on a new 
data set given in the form of college degree. 

Supervised learning works in two ways- Regression (not 
same as the testing terminology we are used to) and Classifi-
cation. 

In Regression way of function, the output is the form of a 
continued value and we are expecting the algorithm to esti-
mate a continuous numerical value. How much will one earn, 
if one has this degree? 

Classification, we want the algorithm to assign a label. Say 
the sample image given is a Truck or Car.  Whether the bor-
rower going to repay the loan or not? Classification predicts a 
discrete target value. Classification is the problem of assigning 
new observations to the class to which they most likely be-
long, based on a classification model built from labeled train-
ing data. 

 
Unsupervised Learning:  
 
The task here is to find underlying structure in data, to ef-

fectively represent the data in compressed format. There is not 
target value here. For example, and advertising platforms 
segments population into smaller groups with similar de-
mographics and purchasing habits so that advertisers can 
reach their target market with relevant ads. Wonder what in-
formation we can get, feeding this model with heaps of defects 
identified in all stages of testing? 

 
Neural network and deep learning:  
 
this draws inspiration from the brain. The problem is ap-

proached by learning the layers of abstraction. Artificial neu-
rons learn to detect abstract concept in the hidden layers. The 
example is autonomous vehicle learning dynamics of roads, 
signal, traffic, pedestrian etc. 

 
Reinforcement Learning:   
 
In reinforcement learning there is no answer key, but your 

reinforcement learning agent still has to decide how to act to 
perform its task. In the absence of existing training data, the 
agent learns from experience. It collects the training examples 
("this action was good, that action was bad") through trial-
and-error as it attempts its task, with the goal of maximizing 
long-term reward. The easiest context in which to think about 
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reinforcement learning is in games with a clear objective and a 
point system. 

2 TESTING SOFTWARE IN THE AGE OF 
MACHINE LEARNING 

As the World Quality Report 17-18 as well as the State of Test-
ing Survey 2017 outline, there are many trends underway in 
the testing industry: Development cycles will become even 
shorter, mobile and hybrid application testing will become 
priority number one and test automation will be dominating. 
Many experts agree on that machine learning will have a huge 
impact on software testing.  

Machine learning applies artificial intelligence to provide 
systems the ability to automatically learn without human in-
tervention or explicit programming. Systems and testing au-
tomation would improve from experience and would auto-
matically access data, run tests with it and learn from the re-
sults and improve the testing cycle. Tools such as machine 
learning derive patterns from operations data and enable the 
analysis of huge amounts of data. It is expected to deliver 
more accurate results in less time and provide effective ways 
to test IoT solutions and many more upcoming technologies. 

Most machine learning systems are based on neural net-
works. A neural network is a set of layered algorithms whose 
variables can be adjusted via a learning process. The learning 
process involves using known data inputs to create outputs 
that are then compared with known results. When the algo-
rithms reflect the known results with the desired degree of 
accuracy, the coefficients are frozen and production code is 
generated. Today, this comprises much of what we under-
stand as artificial intelligence. 

By contrast, predictive analytics makes adjustments to the 
algorithms in production, based on results fed back into the 
software. In other words, the application better understands 
how to apply its rules based on how those rules have worked 
in the past. 

Testing is about understanding and mitigating the risk associat-
ed with a software delivery and business may need this risk as-
sessment to help them predict the expected success or failure 
of their requirements by the time of testing deadline or live 
launch date. 

 
 
 
 
 
 

 
 

 
 
 
 
 
 
 
 
 

 
 
Risk has traditionally (and subjectively) been assessed 

through 3x3, 4x4 or even 5x5 RBT grids to predict how much 
risk may be mitigated for each individual test case 

 
 
 
 
 
 
 
 
 
 

 
 
Predictive Analytics techniques can be applied to testing 

Risk assessment based on sound analytics provides deeper 
insights and can identify actions that will improve business 
outcomes.  

The approach is Supervised Machine Learning 
 

• Identify your data sources 
• Train the machine to identify correlations 
• Review predictions 
• Find algorithms with sufficient accuracy 
• Apply the predictions to new data 
• Indicate the expected prediction accuracy 
• Learn and evolve 

 
There are a number of Data Points which typically influ-

ences the Impact of Failure and Likelihood of Failure param-
eters. 
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Supervised Machine Learning techniques can be used to 

train the machine to identify correlations between these data 
points and arrive at statistical predictions using algorithms 
with sufficient accuracy apply the predictions to new data, 
indicate the expected prediction accuracy and learn and 
evolve. For example, let us consider a business scenario where 
most of the tests have been categorized as “Quite Likely” to 
fail on a 3x3 Risk Based Testing grid based on traditional “sub-
jective” Risk assessment. 

 
 

 

 

 

 
Once we apply Predictive Analytics to Risk Based Testing 

we will see that it has improved our understanding of risk and 
will give business more confidence. As we can see below in 
the example chosen, after applying predictive analytics the 
risk has been distributed across the grid in a more “objective” 
manner! 

 

 

 

 

3 MACHINE LEARNING BASED TEST 
ANALYTICS IN TECHMAHINDRA 

We have developed a Test Analytics platform that utilizes Ma-
chine Learning algorithm to derive actionable insights from 
data aggregated from testing tools. This feature is inbuilt in 

TechMahindra (hereafter referred to as TechM)’s proprietary 
tool eConvergence. It analyzes defects and predict the root 
cause and helps reduce test cycle time. 

TechM’s Test Analytics tool takes analytic feeds from 
test and defects data in eConvergence to arrive at Defect Pre-
diction Model using machine learning algorithms. The tool 
was developed in line with the need for TestOps testing mod-
el to support continuous testing services in Dev-QA-Ops 
based delivery programs via machine learning algorithm. The 
tool is based on Artificial Intelligence and Shift Right Princi-
ples covering Test Analytics and has been designed to give 
insight into existing testing practices to derive foresight for 
Improving Business Outcomes and ensuring Brand Assurance 
for our customers. 

 
 
 
 
 
 
 
 
 
 
 

 
 
 
 
 
 
 
 
 
 
 
 

 
 
A working demonstration of the tool can be watched here 
The programming language which has been used is Python 

and the algorithms which have been used are from Scikit-
Learn ( http://scikit-learn.org/stable/  ) 
The following use cases have been implemented in the tool – 

Use Case #1: Defect Fix Date Prediction 
• Scenario: Predict the expected Fix Date of a defect 

shortly after it has been raised 
• Benefits: Enables testers and test leads to forecast 

when a defect will be fixed, allowing them to plan 
other work while waiting for the fix and/or to es-
calate to delivery/platform teams to accelerate fix-
es that will significantly disrupt critical path test-
ing schedules 

  
Use Case #2: Requirement Success/Failure Prediction 

• Scenario: Predict the expected Success or Failure of a 
Requirement at a fixed Release End Date (plus 
identify weighted reasons behind Failure predic-
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tion) 
• Benefits: Enables delivery teams to review the Re-

quirements most likely to be incomplete at the 
fixed Release End Date and the reasons why our 
algorithms expect they may fail so appropriate ac-
tion can be taken - for example; if algorithms be-
lieve involvement of a particular designer is a sig-
nificant contributing factor to a likely failure then 
additional design reviews could be schedule; if al-
gorithms identify a particular combination of ap-
plications with a reduced test window is a factor to 
failure then additional time to test could be negoti-
ated 

  
Use Case #3: Defect Volume and Root Cause Prediction 

• Scenario: Predict the expected number of defects and 
likely causes (e.g. Design, Development, Interface 
etc) for new requirements 

• Benefits: Using requirement, application, and defect 
data from previous releases we would forecast the 
likely defect volume and root causes of require-
ments; enabling testers and delivery to schedule 
additional reviews or walkthroughs of designs or 
interface specifications etc. to mitigate potential 
problems before testing commences 

  
Use Case #4: Test Likelihood of Failure RBT Prediction 

• Scenario: Predict the test case Likelihood of Failure 
RBT value 

• Benefits: Using information including test steps, jour-
ney information, applications involved etc. we 
would forecast a more realistic and objective Like-
lihood of Failure parameter that could provide a 
more accurate Risk Based Testing assessment and 
Earned Confidence 

  
Use Case #5: Test Impact of Failure RBT Prediction 

• Scenario: Predict the test case Impact of Failure RBT 
value 

• Benefits: Using information including live order vol-
umes, business benefits, order entry point popular-
ity etc. we would forecast a more realistic and ob-
jective Impact of Failure parameter that could pro-
vide a more accurate Risk Based Testing assess-
ment and Earned Confidence 

4 AI BASED PREDICTIVE ANALYTICS IN 
DEFECT TRIAGE 

TechM’s proprietary AI based Predictive Analytics tool 
(Cha.AI) uses the historical data and AI algorithms to predict 
the root cause and team, this process is automated hence it 
leverages faster response as soon as the defect is logged, and 
scheduler of AI based predictive analytics will run all details 
which predicts the root cause of the defect and the same can 
be pushed back to Defect tracking tool. 
As per current POC almost 70% of the cases are rightly pre-
dicted first time so it directly saves triage meeting efforts and 

time, only 30% cases may require a triage meeting in case of 
conflict but in those cases also the tool will help to provide 
previous occurrence and logs to prove how tool has predicted 
the root cause analysis. 
One more feature of the tool allows tester to search the open 
and closed defects of similar nature to avoid duplicity and 
find the solution at the early stages which can be readily im-
plemented, this makes defect process faster and saves efforts 
and quality of Defect management process. 
Along with this, TechM integrates notification mechanism in 
case of a blocker defect to root cause applications to start Ser-
vice Virtualization/Stubbing so that even when the testing is 
blocked, and team can still move on to progress till the time 
the blocker issue is fixed. Once the blocker is fixed the real 
interface will take over in place of SV/Stubbed interface. 
The diagram below shows how TechM IP AI Based Predictive 
Analytics tool does the root cause analysis:  

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
Predictive analytics tools add intelligence to defect man-

agement process 
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5 MACHINE LEARNING FOR AUTOMATION 
TESTING 

By using Machine Learning for test automation, we can dy-
namically write new test cases based on user interactions by 
data-mining their logs and their behaviour on the application 
/ service for which tests are to be written, live validation so 
that in case if an object is modified or removed such as done 
by most of the IDE’s in the form of Intelli-sense like Visual 
Studio or Eclipse. 

Machine Learning in “Test Automation” can help prevent 
the following cases: 

• Saving on Manual Labour of writing test cases 
• When something goes wrong a traditional framework 

is most likely to either drop the testing at that point 
or skip some steps which may result in incorrect 
result. 

• Tests are not validated until and unless that test is 
run.  

Machine Learning will be able to recover from tests on the 
fly by applying fuzzy matching, which means if an object gets 
modified or removed, then the script must be able to find the 
closest object to the one it was looking for and then continue 
the test. For example, if a web page has options “small, medi-
um, large” at first and the script was written according to that 
and if another choice i.e. “extra-large” is added then the script 
must be able to adapt to that and anticipate that change so that 
the test run can continue running without fail. 

6 TESTING GUIDELINES FOR AI 
APPLICATIONS 

Software testing, in theory, is a straightforward activity. For 
every input, there should be a defined and known output. We 
enter values, make selections or navigate an application and 
compare the actual result with the expected one. If they match, 
we consider the test has passed. If they don’t, we possibly 
have a bug and test has failed.  
Testing systems that don’t always return the same answers 
require new approaches. This is especially true when testing 
AI systems whose responses adapt to what they have learned 
from previous transactions. 
The product is actually tested during the training process, 
which takes time. Training either brings convergence to accu-
rate results or it diverges. 
Here are the guidelines which need to be followed for testing 
AI applications – 

• Acceptance criteria must be objective. We must know 
the amount of error the users are willing to accept. 

• Testing must be conducted with new data. Once 
we’ve trained the network and frozen the architecture 
and coefficients, we must use fresh inputs and out-
puts to verify its accuracy. 

• We cannot count on all results being accurate.  
• We must understand the architecture of the network 

as a part of the testing process. Understanding how 

the network is constructed will help testers determine 
if another architecture might produce better results. 

• We must communicate the level of confidence we 
have in the results to management and users. Ma-
chine learning systems offer us a unique opportunity 
to describe confidence in statistical terms, so we must 
use them. 

 
One important thing to note is that the training data itself 
could well contain inaccuracies.  

7 STEPS FOR APPLYING MACHINE LEARNING 
TO QA 

The typical implementation steps for applying machine learning 
to QA for any customer organization are as follows – 
 
Due Diligence 

• Identify use cases based on severity / priority / pain ar-
eas 

• Identify Data Sources 
• Identify Data characteristics 
• Sufficiency 
• Relevance 
• Correctness 
• Consistency 
• Uniformity 
• Identify POC scope 

 
Proof of Concept 

• Load and pre-process Data 
• Train the model 
• Evaluate the model 
• Repeat 1-2-3 
• Demonstrate Prediction accuracy using various metrics. 
• Feedback on data capturing 
• Prepare and present implementation plan 
• Sign-off from customer 

 
Implementation 

• Establish Data extraction jobs 
• Establish Data pre-processing jobs 
• Establish Model Training jobs 
• Establish prediction jobs 
• Establish prediction visualization  
• Establish continuous model training workflow 
• Establish model evaluation workflows. 

8 CONCLUSION 
Monitoring and analysing production usage to access the data 
signal for Software Quality is becoming the standard way to 
implement TestOps model in near future. TechM have im-
plemented a pioneering tool to intake analytic feeds from new 
requirements impact area, test & production incidents trend, 
key production volumetric (order volumes, returns) to arrive 
at Risk Based Testing & Defect Prediction Model using an al-
gorithm for the testing fraternity. 
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